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Exchange-correlation functional challenges in modeling quaternary chalcogenides
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The development of next-generation quaternary chalcogenides, such as Cu2ZnSnS4 (CZTS) and Cu2ZnGeS4

(CZGS), for solar energy and thermoelectric applications hinges upon both careful experimentation and accurate
quantum mechanical modeling. To address the latter, many have turned to density functional theory (DFT),
which offers several choices for the approximate treatment of electron exchange and correlation (XC). Popular
XC functionals include the Perdew-Burke-Ernzerhof (PBE) generalized gradient approximation (GGA) and the
recently developed strongly constrained and appropriately normed (SCAN) meta-GGA. Extensions of DFT
functionals, such as adding a Hubbard U correction and introducing a fraction of the Fock exchange (hybrid
functionals), have been used widely to model systems containing 3d metal ions. However, no studies yet have
compared comprehensively PBE(+U ) and SCAN(+U ) in the quality of their predictions of the bulk and defect
thermodynamics of quaternary chalcogenides, which play a critical role in device fabrication and performance.
Hence, here we calculate the (i) 0 K formation energies of bulk Ge compounds and (ii) neutral defect formation
energies including charge-balanced (e.g., CuZn + ZnCu) and charge-imbalanced (e.g., CuSn) combinations of
antisites and vacancies in CZTS and CZGS using the PBE, PBE + U , SCAN, SCAN + U , and the hybrid
Heyd-Scuseria-Ernzerhof XC frameworks. We find that the formation energies of charge-imbalanced defects
are more sensitive to the choice of the XC functional than those of charge-balanced defects, which can be
explained by the differences in the extent of penalization of defect-generated delocalized electrons/holes by
PBE, PBE + U , SCAN, and SCAN + U . Additionally, our results show that SCAN systematically underbinds
Ge-containing compounds, thus highlighting the need for even further improvement of XC functionals. Based
on our findings, we recommend the use of SCAN for modeling quaternary chalcogenides because its errors are
systematic, and it has the firmest theoretical underpinning. Our work provides guidance for future modeling of
quaternary chalcogenides.

DOI: 10.1103/PhysRevB.102.054101

I. INTRODUCTION

Quaternary chalcogenides, specifically Cu2ZnSnS4

(CZTS) and Cu2ZnGeS4 (CZGS), find application in a
number of important technologies such as solar cells
[1–5], photocatalysts [6–8], and thermoelectrics [9–11].
Optimization of their performance benefits from synergy
between experimental synthesis and characterization, and
computational interpretation and prediction. The latter
is contingent upon accurate total energies, which enable
calculations of the thermodynamic, electronic, and vibrational
properties that govern device operation. These include
standard formation enthalpies for determining bulk stability,
defect formation energies for computing defect concentra-
tions, defect transition levels for assessing the likelihood of
carrier recombination in solar-cell absorbers, band structures
for analyzing the electronic structure (e.g., the band gap),
phonons for calculating the thermal conductivity of thermo-
electrics, surface energies for evaluating polycrystallinity,
etc.

Over the last 30 years, density functional theory (DFT)
[12,13] has become the preferred method for total energy
calculations in condensed matter and materials physics due to
its quantum-mechanical accuracy [14–17] and computational

efficiency [18]. The accuracy of DFT calculations, however,
rests upon their description of electron exchange and correla-
tion (XC), which typically is incorporated using approximate
local and semilocal energy functionals. The commonly used
local-density approximation (LDA) and the semilocal gener-
alized gradient approximation (GGA) functionals often fail to
reproduce experimental band gaps of semiconductors (which
is an excited-state property) [19–24], identify precise ground-
state polymorphs [25–32], and predict formation enthalpies of
compounds that are layered and/or contain transition metals
[33–38]. Meta-GGAs mitigate errors in polymorph prediction
and formation enthalpies by including higher-order gradients
of the electron density and/or the kinetic energy density
[39–42]. However, meta-GGAs also suffer from electron self-
interaction error, similar to GGA and LDA [43–47]. On
the other hand, mixing GGAs (or LDAs) with exact Fock
exchange (thus generating hybrid functionals) can reduce such
an error within GGA (LDA) but the evaluation of the exact
exchange tends to be computationally intractable for all but
single-point calculations of large systems (∼100 atoms) and
geometry relaxations of small systems (∼10 atoms) [48–50].
The Hubbard U correction [51] provides a cheap alternative to
hybrid functional calculations for improving the description
of the electronic structure [52–54] and prediction of the
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formation enthalpy [33,38,55,56] from semilocal (and meta-
GGA) XC functionals. However, its results depend quite
strongly on the choice of the effective on-site interaction
parameter (Ueff = U − J, where U is the Coulomb repulsion
and J is the exchange screening), which is dependent on the
orbital being corrected, element, and system [57–59].

Here, we focus on the strongly constrained and appropri-
ately normed (SCAN) meta-GGA [60] as it naturally extends
the popular Perdew-Burke-Ernzerhof (PBE) GGA [61], obeys
all 17 known XC constraints, and is, by construction, nearly
exact for rare-gas atoms (Ne, Ar, Kr, and Xe) and jellium sur-
faces. As evidenced by recent studies, SCAN shows promise
for predicting the crystal structure [62,63], thermodynamic
stability [64,65], and catalytic activity [47] of solid materials;
in spite of this, there has been limited use of SCAN for
calculating defect formation energies in quaternary chalco-
genides [66–68]. Also, SCAN has not yet been tested rigor-
ously on Ge-containing binary, ternary, and quaternary com-
pounds, which can influence the bulk and defect properties of
CZGS.

Although SCAN has a better fundamental underpinning
than PBE, SCAN still suffers from self-interaction errors
(SIEs), especially in oxides containing 3d transition metals
and 4 f rare earths [47]. However, the magnitude of SIEs
with SCAN is significantly lower than PBE, as highlighted
by the lower U corrections required with SCAN than PBE
to yield quantitatively accurate redox enthalpies and lattice
constants, and qualitatively accurate polymorph preferences
and band gaps [47,69]. Because of its novelty, understanding
the performance of SCAN + U is still a work in progress.
Hence, we are motivated to provide an evaluation of the
SCAN + U framework for neutral defect calculations in qua-
ternary chalcogenides in this work.

In addition to SCAN and SCAN + U , DFT calculations
of Cu-Zn-Sn- and Cu-Zn-Ge-based chalcogenides commonly
employ PBE [70–72], PBE + U [73–76], and the range-
separated Heyd-Scuseria-Ernzerhof (HSE) hybrid XC func-
tional [77–79]. The accuracy of these approaches, however,
depends on the properties that are calculated. For example,
both PBE and SCAN are good for bulk thermodynamics of
Cu, Zn, and Sn sulfides whereas PBE + U is better than
PBE or SCAN for band structures, especially in systems with
highly correlated electrons. So far, PBE, PBE + U , SCAN,
and HSE have been shown to predict similar defect formation
energies for charge-compensated defects (e.g., CuZn + ZnCu)
[5,66–68,72,80–82], but there is no evidence yet of a similar
agreement on charge-uncompensated defects (e.g., CuZn and
VCu, where V = vacancy). For nonmetallic band structures,
the accuracy of HSE typically is in fair agreement with that
of the GW approximation [83–87]; however, the extent of
agreement depends strongly on the amount of exact exchange
added. For example, the default HSE06 [88] can overpredict
band gaps, especially in transition-metal oxides [89]. HSE
also exhibits severe errors in describing bulk metallic phases,
as should be expected because Hartree-Fock theory diverges
for metals [90]. Notwithstanding this evidence, there remains
no consensus on a general-purpose XC functional and no
detailed comparisons of PBE, PBE + U , SCAN, SCAN + U ,
and HSE for such quaternary chalcogenide systems, which
this paper aims to address.

Below, we first provide a detailed description of our com-
putational methods and a primer on the crystal structures
of CZTS and CZGS. Subsequently, we discuss the curious
case of Ge underbinding with SCAN, followed by the XC
functional dependence of defect formation energies. Finally,
we offer rationale for the functional dependence and make
some concluding remarks regarding the judicious selection of
XC functionals for the study of quaternary chalcogenides.

II. METHODS

A. Density functional theory calculations

We calculated the bulk and defect formation energies
using periodic plane-wave DFT [12,13] as implemented in
the Vienna Ab initio Simulation Package (VASP) [91–94].
We treated the electron XC interactions using the PBE GGA
[61], the SCAN meta-GGA [60], and the HSE06 [88] func-
tionals. For PBE + U and SCAN + U calculations, we used
the rotationally invariant Hubbard U correction developed by
Dudarev et al. [95]. We employed U values fitted from elec-
trostatically embedded metal-oxide clusters described within
unrestricted Hartree-Fock (UHF) theory [96] for PBE + U
calculations, namely 3.6, 4.5, and 4.8 eV for Cu 3d , Zn 3d ,
and Sn 4d orbitals, respectively. Since SCAN theoretically is
a more accurate XC functional than PBE, it should include
a more accurate description of the electron exchange and,
therefore, require a lower U correction. Accordingly, we used
U SCAN

lower = U PBE
UHF − 2 eV as a rule of thumb [47]. In addition,

for a few defects, we tested U SCAN
upper = U PBE

UHF as an upper limit.
Note that we set the U for Ge 3d equal to that of Sn 4d in
both PBE + U and SCAN + U calculations, because Ge and
Sn reside in the same group of the Periodic Table and, as a
result, their valence d electrons behave similarly. Hereafter,
we simply denote U PBE

UHF as U .
We used the projector augmented-wave (PAW) method

[97] and the PAW datasets generated at the PBE level rec-
ommended by the Materials Project [98] for Cu (4s13d10), Zn
(4s23d10), Sn (5s24d105p2), Ge (4s23d104p2), and S (3s23p4).
For Ge and Cu, we find that the inclusion of semicore 3d
and 3p states, respectively, in their PAW datasets only slightly
affects the formation energies of compounds containing them
(�0.015 eV/atom; see Tables S1-2 in the Supplemental Ma-
terial (SM) [99] and Refs. [66] and [98,100–112] therein
where Table S2 also reports the effect of Cu semicore 3p
states on the kesterite to stannite reaction energy and Cu
chemical potentials). We expanded the wave functions using a
plane-wave basis set with a 520 eV kinetic energy cutoff and
sampled 8 k points per 4 Å, which, for CZTS, corresponds
to a 6 × 6 × 3, �-point-centered k-point grid (see Figs. S1-2
in the SM for convergence tests [99]). Note that we adopted
the “accurate” VASP precision mode for setting the coarse and
fine fast-Fourier-transform grids and real-space projectors and
did not use symmetry to reduce the sampling of the Brillouin
zone.

We performed collinear spin-polarized DFT calculations
with ferromagnetic initial spin configurations and find that
all final configurations are nonmagnetic. To accelerate self-
consistent field convergence, we applied 0.05 eV of Gaus-
sian electronic smearing. For Brillouin-zone integration, we
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used the automatic, �-point-centered k-mesh generation in
VASP. For PBE and PBE + U calculations, we included van
der Waals (vdW) interactions using the DFT-D2 method of
Grimme [113] and for SCAN (and SCAN + U ) calculations,
we did not, consistent with our previous work [66–68,74–
76]. Note that adding a vdW correction to SCAN, via the
SCAN + rVV10 functional of Peng et al. [62], does not (i) al-
ter the DFT-SCAN 0 K formation energy of GeS2 (Table S3),
(ii) affect polymorph preference in CZTS/CZGS (Table S4),
and (iii) significantly change defect formation energies (Table
S5) from SCAN’s predictions in CZTS and CZGS. We mod-
eled defects in CZTS and CZGS using a 128-atom 2 × 2 × 2
supercell. We relaxed bulk and defect structures using the
conjugate gradient algorithm. Ion positions, cell shape, and
cell volume were allowed to change during relaxation for bulk
structures, while only ion positions were allowed to change for
defect structures with the cell shape and volume fixed to the
corresponding relaxed defect-free bulk structures. Finally, we
set total energy convergence and force convergence thresholds
of 10−5 eV/cell and 0.03 eV/Å, respectively. All of our defect
calculations are neutral, i.e., we add (remove) all electrons
of the ion added (removed) to create a given defect and
did not include any compensating background charge. This
is a drawback of our investigation because a considerable
amount of work has shown that, in addition to neutral defects,
charged defects greatly influence the photovoltaic properties
of chalcogenides [114–118]. We previously studied charged
defects in Cd- and Ag-doped CZTS and observed that quali-
tative trends with respect to changes in defect concentrations
did not change from those observed with neutral defects but
we did obtain important insights into carrier lifetimes [66].
Therefore, additional studies will be needed to benchmark the
performance of different XC functionals for the wide range of
charged defects that can form in CZTS and CZGS. The SM
[99] contains additional details regarding the convergence of
defect formation energies with respect to supercell size (Table
S6) and the defect configurations (Fig. S3).

B. Ab initio thermodynamics

We used PYMATGEN [109] to calculate 0 K formation
energies of bulk compounds, chemical potentials for different
equilibria, and 0 K neutral defect formation energies. Here,
we define 0 K formation energies as

�E0K
f = Eproduct −

species∑

i

niEi (1)

where i is an index that runs over the standard states of
the species comprising the product , ni is the stoichiometric
coefficient of species i, and Ei is the DFT total energy per
formula unit of species i. As for different equilibria, we
focus on the experimentally relevant Cu-poor condition [5,66]
where CZTS/CZGS are in equilibrium with S, SnS2/GeS2,
and ZnS. To determine the chemical potentials (μ) of Cu, Zn,
Sn/Ge, and S for these conditions, we use Eqs. (2a)–(2d) as
chemical constraints:

2μCu + μZn + μSn/Ge + 4μS

= �E0K
f [Cu2ZnSnS4/Cu2ZnGeS4] (2a)

(a) Cu2ZnXS4 X {Sn, Ge}

(b) Defect library

Imbalanced
CuZn, ZnX, CuX, 
VCu, VZn, VX,
2CuZn+XZn+VCu

Balanced
CuZn+ZnCu, 
ZnX+XZn,
CuX+XCu,
2CuZn+XZn

b

c

a

FIG. 1. (a) Crystal structure of kesterite Cu2ZnXS4 where X is
either Sn or Ge. Blue, gray, green, and yellow balls correspond to
Cu, Zn, X (Sn/Ge), and S, respectively. See Fig. S4 in the SM [99]
for the crystal structures of stannite and wurtzite Cu2ZnXS4. (b) A
list of charge-imbalanced and charge-balanced neutral defects we
considered in this study.

μS = �E0K
f [S] ≡ 0 (2b)

μSn/Ge + 2μS = μSn = �E0K
f [SnS2/GeS2] (2c)

μZn + μS = μZn = �E0K
f [ZnS] (2d)

where the �E0K
f s of Ge-containing compounds include a

correction term (see below). We define 0 K neutral defect
formation energies as

�Ed
f = Edefect − Ebulk +

species∑

i

niμi (3)

where ni is the number of species i added (< 0) and/or
removed (> 0), respectively, as a result of defect formation.
The SM [99] contains 0 K formation energies for binary,
ternary, and quaternary compounds containing Cu, Zn, Sn,
Ge, and S (Table S3), as well as chemical potentials of each
species for different equilibria (Table S7).

C. CZTS and CZGS crystal structures and choice of defects

Both CZTS and CZGS crystallize in the I 4̄ space group
of the mineral kesterite, which has a body-centered Bravais
lattice and a fourfold improper rotation-reflection axis. While
this is the stable form of CZTS and CZGS, they also exist in
the I 4̄2m and Pmn21 space groups of the minerals stannite
and wurtzite, respectively (see Fig. S4 in the SM [99] for
the crystal structures of these polymorphs). Figure 1(a) shows
the 16-atom conventional cell of kesterite CZTS and CZGS.
Each cation (Cu1+, Zn2+, Sn4+, and Ge4+) forms a tetrahedral
coordination environment with four S2−. Along the c-lattice
vector, the cation composition alternates between Cu + X and
Cu + Zn where X is either Sn or Ge.
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Defects play an important role in the performance of
solar-cell absorbers, thermoelectrics, and photocatalysts. For
example, the efficiency deficit in CZTS-based solar cells was
suggested recently to be due to the formation of 2CuZn + SnZn

defect clusters, which induces deep-trap states and therefore
promotes carrier recombination [68,82,119,120]. On the other
hand, the formation of the CuZn defect in CZXS (X = Sn, Ge)
has been used to tune its electrical and thermal conductivity
for thermoelectric applications [9,71] and photocatalytic ac-
tivity for water splitting [7,121]. Here, we evaluate the XC
functional dependence on the calculated formation energies
of the aforementioned clusters in CZTS and CZGS, and also
include a few other defect clusters for completeness.

Figure 1(b) presents the neutral defect library we consider,
in a notation similar to Kröger-Vink [122], which follows the
scheme MS where M is the species (e.g., an atom, vacancy,
interstitial, electron, hole, etc.) and S is the lattice site that
M occupies. The library lists both charge-imbalanced and
-balanced defects. For example, CuZn is a charge-imbalanced
(CI) defect because it generates a hole (h+) to preserve charge
neutrality

ZnZn + Cu → Zn + Cu
′
Zn + h+ (4)

where ′ means a negative charge. However, we only refer to
this defect as CuZn, which implicitly is balanced with a hole.
Conversely, CuZn + ZnCu is a charge-balanced (CB) defect
because it does not generate charge carriers–the excess h+ of
CuZn is compensated by the excess e− of ZnCu. For CI defects,
our library includes antisites, vacancies, and antisite-vacancy
clusters whereas for CB defects, it only includes antisite
clusters.

III. RESULTS

A. Systematic underbinding of Ge-containing
compounds by SCAN

For Cu, Zn, and Sn sulfides, we previously demonstrated
that SCAN reproduces experimental formation enthalpies
within a ±0.1 eV accuracy, better than PBE [66]. However,
such benchmarking has not been performed rigorously across
binary Ge compounds. The accuracy of SCAN/PBE in de-
scribing the formation enthalpies of the binary Ge sulfides
and Cu-Ge intermetallics will be crucial in determining the Ge
chemical potential, which in turn determines defect formation
energies in CZGS and analogous compounds.

In the first part of this study, we assess SCAN’s ability
to reproduce the experimental standard formation enthalpies
(�H298K

f ) of the following Ge-containing compounds: Cu3Ge,
GeS, GeS2, Ge3N4, GeF2, GeO2, GeP, GeI2, GeI4, GeSe,
GeSe2, GeTe, Mg2Ge, MgGeO3, and Ni2Ge. These com-
pounds span binary intermetallics (Cu3Ge, Mg2Ge, and
Ni2Ge), pnictides (Ge3N4 and GeP), chalcogenides (GeO2,
GeS, GeS2, GeSe, GeSe2, and GeTe), halides (GeF2, GeI2,
and GeI4), and ternaries (MgGeO3), thus representing a rigor-
ous test for SCAN’s accuracy and range of applicability. Note
that, while we compare �E0K

f to �H298K
f , these quantities

are, in principle, not equal. In fact, �E0K
f is just one of four

FIG. 2. Errors in DFT formation energies compared to experi-
ment for a series of Ge-containing compounds. PBE 0 K formation
energies are taken from The Open Quantum Materials Database
(OQMD) [124]. Black rectangles correspond to the range of exper-
imental standard (298 K) formation enthalpies. Blue (green) dashed
line corresponds to the mean signed deviation (MSD, i.e., mean
of �ETheory

f − �HExp
f ) using PBE (SCAN). For a discussion of the

quality of this experimental thermochemical data, please see the
caption for Table S3 in the SM [99].

contributions to �H298K
f ,

�H298K
f = �E0K

f + �ZPE + �(IHC) + �(pV ) (5)

where ZPE is the zero-point energy, IHC is the integrated
isobaric heat capacity from 0 to 298 K, p is the pressure,
and V is the volume. For the formation of solid compounds
from solid standard-states, the last three terms in Eq. (5) are
negligible, e.g., �(pV ) ≈ 2 × 10−6 eV/atom [123]; hence,
�H298K

f ≈ �E0K
f .

Figure 2 shows the difference between theoretical 0 K
formation energies (�ETheory

f ) and experimental (Exp) stan-

dard formation enthalpies (�HExp
f ) for all Ge-containing

compounds with experimental data. Positive and negative
values on the vertical axis correspond to the underbinding
and overbinding, respectively, with respect to experimental
values reported in Ref. [110]. We report PBE (blue circles)
and SCAN (green triangles) differences for each compound,
as well as the experimental range (black-outlined bars and
rectangles). The absence of a bar indicates either that there
is only one experimental value or that all values are the
same. The bottom and top of the rectangles correspond to the
minimum and maximum experimental values, respectively,
also relative to that of Ref. [110] (see Table S3 in the SM [99]
for additional details regarding experimental data).

Our results show that PBE overbinds Ge3N4 and the
halides (GeF2, GeI2, and GeI4) and underbinds most of
the chalcogenides (GeO2, GeSe, GeSe2, and GeTe), two
of three intermetallics (Mg2Ge and Ni2Ge), and MgGeO3.
With that being said, PBE does make accurate predictions
(i.e., |�ETheory

f − �HExp
f | � 0.05 eV/atom) for Cu3Ge, GeS,

GeS2, and GeP. For PBE, the mean absolute error (MAE)
and mean signed deviation (MSD, dashed blue line) are
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0.27 ± 0.20 eV/Ge and 0.10 ± 0.32 eV/Ge, respectively.
Note that the PBE MSD plotted in Fig. 2 is in units
of eV/atom – hence, an MSD of 0.10 eV/Ge in GeO2 is
equivalent to ∼0.03 eV/atom. The MAE and MSD of PBE
indicate that while PBE deviates from experiment, it does so
nonsystematically (scattered about the 0 eV line). In contrast,
SCAN overbinds only Ge3N4 and underbinds the chalco-
genides (GeO2, GeS, GeS2, GeSe, GeSe2, and GeTe), the
same intermetallics as PBE (Mg2Ge and Ni2Ge), GeF2, GeP,
and MgGeO3. SCAN gives accurate predictions for Cu3Ge
and the iodides (GeI2 and GeI4). The MAE for SCAN (0.27 ±
0.16 eV/Ge) is equal to that of PBE, demonstrating that both
XC functionals deviate similarly from experiment. The MSD
for SCAN (0.27 ± 0.17 eV/Ge, dashed green line in Fig. 2),
however, is the same as its MAE, suggesting that SCAN’s
errors are systematic. So, while SCAN is, on average, less
accurate (MSD = 0.27 eV/Ge) than PBE (0.10 eV/Ge), it is
also more precise (standard deviation of MSD = 0.17 eV/Ge
for SCAN and 0.32 eV/Ge for PBE). Thus, by subtract-
ing 0.27 eV/Ge from all SCAN formation energies of Ge-
containing compounds, we obtain formation energies that are
in better agreement with experiment than those of either PBE
or SCAN and are equally precise as those of SCAN. Subse-
quently, we use the Ge-corrected SCAN energies in Eq. (2) to
determine Cu-poor chemical potentials for defect formation
energy calculations. One should be careful in using this cor-
rection when bonds between Ge and Cu, N, or I are present;
however, this is not the case for CZTS nor CZGS and therefore
this correction should provide more accurate chemical poten-
tials and defect formation energies than either PBE or SCAN.

B. XC functional dependence of defect formation energies

In this section, we compare CZTS and CZGS �Ed
f

[Eq. (3)] for the following XC functionals: PBE, PBE + U ,
SCAN, SCAN + (U − 2), SCAN + U , and HSE. We con-
sider the CI and CB defects listed in Fig. 1(b). For CI
defects, we examine antisites, vacancies, and antisite-vacancy
clusters that generate one h+ (CuZn, VCu, and 2CuZn + XZn +
VCu where X = Sn or Ge in what follows), two h+ (ZnX

and VZn), three h+ (XCu), and four h+ (VX ) to understand
the relationship between CI and the agreement between XC
functionals. For CB defects, we study charge-compensated
antisite clusters such as CuZn + ZnCu (1h+ + 1e−), ZnX +
XZn (2h+ + 2e−), CuX + XCu (3h+ + 3e−), and 2CuZn + XZn

(also 2h+ + 2e−). While these charge carriers compensate
each other, there remains localized CI on the defect sites. For
example, for CuZn + ZnCu, the h+ and e− localize on the CuZn

and ZnCu antisites, respectively (see Fig. 4 and discussion
below). Consequently, these defects probe the more subtle
correlation between local CI and XC functionals.

Figure 3 shows the formation energies for all defects in
CZTS (panels a, b) and CZGS (panels c, d) at the Cu-poor
synthesis condition, which is relevant for solar-cell fabrica-
tion. For all defects, either PBE (blue bars) or SCAN (green
bars) predicts the lowest �Ed

f whereas PBE + U (gray bars)
and HSE (white bars) constitute the upper bound. Note that
for defects, other than CuZn + ZnCu, with both HSE and
PBE + U �Ed

f , we find the HSE �Ed
f to be slightly larger

than those of PBE + U . Since GGAs tend to overdelocalize

FIG. 3. XC functional dependence of neutral defect formation
energies in (a), (b) Cu2ZnSnS4 and (c), (d) Cu2ZnGeS4. Includes
both charge-imbalanced (e.g., CuZn generates a hole) and charge-
balanced (e.g., CuZn + ZnCu generates a hole and an electron) de-
fects. Numbers above or below the bars correspond to the standard
deviation (eV) of the defect formation energies calculated using PBE,
PBE + U , SCAN, and SCAN + (U − 2). The black vertical line
between 2CuZn + XZn and CuZn separates CB (a), (c) from CI (b),
(d) defects. Gray grid lines separate individual defects.

electrons and the addition of U or exact exchange attempts to
correct this, the true �Ed

f likely lies between these bounds.
Also, given that SCAN describes XC better than PBE, and
we employ a smaller absolute U correction (U − 2 eV),
SCAN + (U − 2)’s �Ed

f predictions (yellow bars) are con-
sistently lower than PBE + U and higher than PBE/SCAN in
both CZTS and CZGS. Importantly, our results show that CB
defects (CuZn + ZnCu, ZnX + XZn, CuX + XCu, and 2CuZn +
XZn) generally produce smaller XC functional variations (see
σ�Ed

f
either above or below bars) than CI defects (CuZn,

ZnX , CuX , VCu, VZn, VSn, and 2CuZn + XZn + VCu). In other
words, the greater the overall CI, the greater the XC functional
variations; we will analyze this relationship in the subsequent
section.

Interestingly, SCAN stabilizes metal vacancies compared
to PBE, as indicated by the lower �Ed

f predicted for VCu, VZn,
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and VX in Cu2ZnXS4 (X = Sn, Ge). We rationalize this on the
basis that SCAN (�ESCAN

f = −0.54 eV/atom) underbinds
CZTS compared to PBE (�EPBE

f = −0.63 eV/atom), which
makes it easier for CZTS to form vacancies, with the same
explanation applying to CZGS. Despite these differences in
CZTS and CZGS binding, polymorph preference (kesterite vs
stannite vs wurtzite) is functional insensitive (see Table S4 in
the SM [99] for additional details).

Surprisingly, CuZn is predicted to form spontaneously
(�Ed

f < 0, Fig. 3) in CZTS for PBE, SCAN, and SCAN +
(U − 2) and CZGS for PBE and SCAN. PBE + U and HSE
(and SCAN + (U − 2) for CZGS), on the other hand, predict
nonspontaneous CuZn formation (�Ed

f > 0), which is more
sensible considering CZTS and CZGS are known to be stable
experimentally. This issue for PBE and SCAN stems from
the fact that both functionals overestimate the spontaneity of
Cu oxidation from a 1+ to a 2+ oxidation state. Take, for
example, the oxidation of Cu(I)2S to Cu(II)S:

Cu2S + S → 2CuS (6)

Since we have shown that there are no SCAN errors from
S [66], any theory error in Eq. (6) is coming from Cu(I)→
Cu(II), which is an oxidation reaction. Compared to the
−0.26 eV per S atom experimental oxidation enthalpy [110],
PBE and SCAN yield overly spontaneous oxidation (−0.51
and −0.52 eV/S, respectively). Only a U = 3.5 to 4 eV
corrects PBE and obtains a more physically reasonable result
[33], while applying a U correction to SCAN has yielded
mixed results in Cu oxides [69].

We further analyze the effect of U corrections on PBE and
SCAN �Ed

f for CuSn and VSn, as they exhibit the largest CI
and XC variability for CZTS. We find that U increases the
PBE �Ed

f (PBE + U − PBE = 0.65 eV for CuSn and 0.81 eV
for VSn) more than those calculated using SCAN (SCAN +
U − SCAN = 0.47 eV for CuSn and 0.70 eV for VSn), which
is consistent with the intuition that SCAN treats XC better
than PBE and is therefore less affected by U corrections.
As a final point, while some defects suffer from large XC
variability, the qualitative trends in �Ed

f are mostly functional
insensitive (see Fig. S5 in SM [99] for additional details). For
example, VZn exhibits a higher �Ed

f in both CZTS and CZGS
compared to VCu, irrespective of which XC functional is used.

C. Global vs local charge imbalance in CZTS

In the preceding section, we point out that XC functional
agreement depends on the nature of the defect-induced CI,
i.e., the number of charge carriers it generates and their spatial
localization. We now will explore this further in CZTS, the
more widely studied material among CZTS and CZGS, for the
following three different types of defects: (1) antisites (CuZn,
ZnSn, and CuSn), (2) vacancies (VCu, VZn, and VSn), and
(3) antisite clusters (CuZn + ZnCu, ZnSn + SnZn, and CuSn +
SnCu). The first two types are globally CI or simply CI in
the sense that they generate compensating charge carriers. In
contrast, the third type is locally CI because even as they
produce compensating charge carriers on each defect site,
the defect pairs produce equal numbers of complementary
carriers, thus globally CB or simply CB. In addition to a
diversity in CI, we vary within each defect type the magnitude

FIG. 4. (a) Effect of the number of defect-generated charge
carriers on the agreement between different XC functionals for
Cu2ZnSnS4. For a given defect, this agreement is measured by the
SD of its formation energy. Blue/magenta and gray data points cor-
respond to CI and CB defects, respectively. (b) PBE and (c) PBE +
U electron density difference plots (|isosur f ace| = 0.001 e/bohr3)
showing the relative localization of holes and electrons in the CB
antisite cluster CuZn + ZnCu. (d)–(f) PBE electron density difference
plots (|isosur f ace| = 0.001 e/bohr3) showing the relative localiza-
tion of electrons and holes in CI antisites. Cyan and magenta regions
correspond to electron and hole accumulation, respectively.

of the CI. For example, for the first type (i.e., CI antisites), we
survey CuZn, ZnSn, and CuSn, which generate 1h+, 2h+, and
3h+, respectively.

Figure 4(a) shows the standard deviation (SD) of the �Ed
f

in Figs. 3(a) and 3(b) as a function of the number of h+
generated by the neutral defect. This SD is a measure of the
variation/agreement between XC functionals where smaller
and larger values correspond to better and worse agreement,
respectively. We report SDs for CI antisites (blue circles), CB
antisite clusters (white circles), and CI vacancies (magenta
circles). Our results indicate that the SD increases with the
number of h+ generated. Also, the SD is higher for CI defects
compared to CB defects that generate the same number of
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h+ globally or locally. For example, the SD of the CI CuSn

antisite is higher (0.30 eV) than that of the CB CuSn + SnCu

(0.20 eV) despite both defects generating 3h+. Additionally,
SDs for vacancies are larger than CI antisites, which can
be attributed to two factors: (i) CIs being accommodated by
changes in the oxidation state(s) of cation(s) that constitute
the antisites, while the CI in vacancies typically lead to excess
carrier generation, and (ii) accuracy of the XC functional in
describing the excess carriers and/or cation oxidation state
changes.

Figures 4(b) and 4(c) show that the PBE and PBE + U
electron density differences for CuZn + ZnCu, a CB defect,
are similar in both size and shape. This demonstrates that
+U only makes minute changes in the electron density and,
therefore, the difference between the PBE and PBE + U
formation energies of CB defects can be attributed to the +U
energy penalty. Figures 4(d)–4(f) then show that, for CI an-
tisites, generated charge-carrier delocalization increases with
increasing (local and global) CI. As a result, the +U energy
penalty also increases with increasing CI. Analogously, one
can think of the action of +U on PBE and SCAN not as redis-
tributing electron density in CZTS but rather as energetically
penalizing delocalization. Hence, as charge delocalization in-
creases (with increasing CI), PBE + U and SCAN + (U − 2)
increasingly predict higher increases in �Ed

f compared to the
corresponding PBE and SCAN values, leading to an increase
in the SD across functionals [see positive correlation between
SD and number of h+ in Fig 4(a)]. For CI defects, differences
in how strongly the functionals bind the reservoir phases (ZnS,
SnS2, SnS, and S) can also affect the SD; however, this effect
is difficult to quantify for PBE + U and SCAN + U because
they cannot be used, in a theoretically justified manner, to
calculate the formation energies of metal-containing reservoir
phases with respect to their standard states. As an aside, the
differences between the PBE and SCAN defect formation
energies, for both CI and CB defects, are small, with SCAN
in most cases giving the lower bound–this is due to (i) small
electron density differences between PBE and SCAN that are
difficult to detect visually and (ii) the weaker binding of CZTS
by SCAN.

IV. DISCUSSION

In the first part of this study, we report that SCAN sys-
tematically underbinds Ge-containing compounds (Fig. 2),
which, in turn, leads to the not negative enough prediction
of μGe for different equilibria (see Table S7 in the SM [99]).
This systematic trend indicates that Ge, and not the other
species, causes the errors. To complicate matters further,
SCAN correctly selects the cubic diamond polymorph of Ge
as the ground state and accurately predicts the pressure of
its phase transition to the β-Sn crystal structure (pTheory =
10.9 GPa vs pExp = 11.3 − 12.6 GPa [125]). Altogether, the
performance of SCAN for Ge and its compounds is, at best,
enigmatic. There are two possible routes to improve SCAN
and avoid ad hoc Ge corrections: (1) generate SCAN PAW
datasets as, to the best of our knowledge, they do not exist yet
(here PBE PAW data sets are employed, which introduces an
inconsistency) and (2) refine SCAN by adding more appropri-

ate norms (e.g., spin-polarized systems) [126]. Implementing
these solutions, however, goes beyond the scope of this work.

Next, we compare the quality of SCAN to other XC
functionals. We find that they are quantitatively consistent for
CB antisite clusters (CuZn + ZnCu, ZnX + XZn, CuX + XCu,
and 2CuZn + XZn) and qualitatively consistent for CI antisites
(CuZn, ZnX , and CuX ), vacancies (VCu, VZn, and VX ), and
their clusters (2CuZn + XZn + VCu). This poor quantitative
agreement for CI defects emanates from differences in how
XC functionals penalizes electron delocalization. We also
learn that SCAN, for most defects, provides a lower limit
for their formation energies (i.e., a worst-case scenario for
defect formation). In other words, that SCAN predicts defects
to be more abundant than DFT + U or HSE. However, since
relative trends in defect formation energies are consistent,
SCAN (or PBE) can answer questions such as, “Does ion
substitution promote/suppress defect formation?,” but not,
“By how much?,” an issue that still is prevalent in defect
literature [106].

To reduce the quantitative error in estimating defect forma-
tion energies, we must identify the “best” XC functional for
accurate and efficient modeling of quaternary chalcogenides.
To this end, it is important for the field to have comprehensive
XC benchmarking. This paper is but a first step, as many
other cationic (Ag1+, Cd2+, Na1+, K1+, Mg2+, Si4+, etc.)
[66,80,127,128] and anionic (Se2−) [129] substituents have
been proposed in the literature, each requiring benchmark
calculations of �E0K

f , μ, and �Ed
f . XC benchmarking, how-

ever, starts with better/more experimental thermochemistry
data. For example, Fig. 2 shows that the range of �HExp

f for
GeS2, Ge3N4, GeO2, and GeI4 exceeds 0.2 eV/atom, beyond
errors that are typical (<0.1 eV/atom) across measurements.
Hence, it is critical to revisit these measurements and obtain
data that are better curated. Moreover, despite the technolog-
ical relevance of CZTS and CZGS, the literature does not
contain measurements of their �H298K

f . Thus, we urge the
experimental community to carry out these measurements as
they will enable more reliable and insightful interpretations
of subsequent experiments. It also would be beneficial to
have measurements of defect concentrations (e.g., quantify
the concentration of deep traps and/or the extent of Cu-Zn
disorder) to validate theoretical predictions.

Answering “by how much does ion substitution promote/
suppress defect formation?” also requires theoretical method
development. In particular, we need UUHF values for Ge as
well as other common dopants in CZTS, preferably based on
sulfide, and not oxide, clusters. As a general rule, PBE/SCAN
and PBE + U / HSE provide lower and upper limits for defect
formation energies, respectively, with SCAN being as compu-
tationally expensive as PBE/PBE + U calculations. Because
we find that the ground-state electron density is functional in-
sensitive, it is likely that the ground-state structure is, as well.
In case there is interest in benchmarking non-HSE hybrid
functional predictions, a computationally minimally invasive
procedure would be to perform self-consistent field calcu-
lations, with input geometries and electron densities from
PBE/SCAN. Unfortunately, however, hybrid functionals are
problematic when considering Cu-rich conditions (metallic
Cu in equilibrium with CZTS [66]) because they overlocalize
the Cu 3d electrons [130,131].
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TABLE I. XC functional dependence of the CZTS and CZGS
band (eigenvalue) gap. Kohn-Sham gaps [132,133] are derived from
band-structure calculations, which are displayed in Figs. 6–9 in the
SM [99].

Band gap (eV)

XC CZTS CZGS

PBE 0.21 0.71
PBE + U 0.93 1.51
SCAN 0.02 0.39
SCAN + rVV10 0.02 0.40
SCAN + (U -2) 0.21 0.79
SCAN + U 0.60 1.22
HSE 1.31, 1.49 [77] 2.07 [134]
Exp. 1.39–1.52 [135] 2.10 [11]

Next, we attempt to develop a physical intuition for the
functional-sensitivity of �Ed

f for CB and CI defects. Take,
for example, the simplest CB defect in this study, CuZn +
ZnCu. At the hypothetical moment of defect formation, CuZn

and ZnCu generate 1h+ and 1e− localized on Cu and Zn,
respectively. These charge carriers neighbor each other in
the minimum energy defect configuration, i.e., both CuZn

and ZnCu in the Cu + Zn plane. This proximity stabilizes the
e−-h+ pair via electrostatics, thus reinforcing its spatial local-
ization and reducing the effect of XC functional delocalization
penalty on �Ed

f . Now consider the CI antisite, ZnSn/Ge, which
produces 2h+. Unlike the e−-h+ pair, these 2h+ experience
electrostatic repulsion, which causes their delocalization. This
delocalization explains the observed dependence of �Ed

f on U
for CI defects, i.e.,

SCAN <∼ PBE < SCAN + (U − 2) < PBE + U, (7)

where �Ed
f increases from left to right. Equation (7) also

shows that SCAN �Ed
f for CI defects are lower than those

for PBE (except for 2CuZn + GeZn + VCu).
Due to the potential influence of charged defects on the per-

formance of CZTS-based solar cells and the role of the band
gap/edges in determining the character of the charged-defect
induced gap states (i.e., whether they will act as electron
donors/acceptors or traps that assist electron-hole recombi-
nation) [66,82,136–139], we analyze the dependence of the
CZTS and CZGS band (eigenvalue) gaps on the choice of
XC functional (Table I). First, we see that all XC functionals
considered capture the experimentally observed increase in
the band gap going from CZTS to CZGS. PBE and SCAN
also reproduce the direct band gap of both materials, as shown
in Figs. S6-9 in the SM [99]. As expected, the semilocal XC
functionals PBE and SCAN, both with and without U - and/or

vdW-corrections, underestimate the experimental band gaps
considerably. That being said, the application of U corrections
predictably increases the band gaps. Given that SCAN is
perceived to be superior to most other gradient-corrected,
semilocal XC functionals [140], it is surprising that SCAN
and SCAN + U predict smaller band gaps than PBE and
PBE + U , respectively, for both CZTS and CZGS. However,
this appears to be a more general trend, as observed in 3d
transition-metal and rare-earth oxides [47,69]. The lower band
gaps predicted by SCAN are also a factor in the consistently
lower defect formation energies predicted by SCAN versus
the other functionals considered here. Consequently, further
research is needed to better understand the source of this
counterintuitive behavior for SCAN band-gap predictions. On
the other hand, the DFT-HSE band gaps are very close to the
experimental values. Therefore, for charged defect calcula-
tions, DFT-HSE, when paired with PBE(+U ) or SCAN(+U )
ionic relaxation, likely offers the best compromise of speed
and accuracy. However, in situations where even single-point
DFT-HSE calculations are impractical, then a less accurate but
far more efficient approach would be to use PBE + U with
ab initio-derived U values [96], which predicts an acceptable
band gap of 0.93 eV in CZTS and has been used to evaluate
the variation of defect formation energies with the Fermi level
in our previous work [66].

V. CONCLUSIONS

This work introduced and elucidated two important XC
functional challenges associated with DFT modeling of CZTS
and CZGS, which are relevant for photovoltaic and ther-
moelectric applications: (1) the systematic overbinding of
Ge-containing compounds by SCAN and (2) the quantitative
variability of defect thermodynamics for different combina-
tions of XC functionals and Hubbard U corrections. The first
challenge is related to SCAN’s treatment of Ge and the need
for XC functional and PAW potential development. The sec-
ond indicated that different XC functionals predict different
defect formation energies. Notably, the trends in �Ed

f were
largely functional independent with SCAN providing lower
bound estimates of defect formation energies. For this reason
and due to its firm theoretical underpinning, we recommend
the concurrent use and development of SCAN for modeling
quaternary chalcogenides.
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